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Abgract

Stem-ML is atagging system with a compl etely defined
algorithm for translating the tags into quantitative prosody in
any language. It separatesthe description of prosodic
intentions from their execution, by modeling the interactions
between accents. We designed Stem-ML to allow automated
training of accent shapes and parameters from acoustic
databases.

Stem-ML islinguistically neutral: it all ows a description of any
physiologically realizable prosody in terms of linguistic
concepts, without imposing a redtrictive theory on the data.
The tag set and a gorithm make no assumptions about the
number of distinct types of accents or tones, or their scope.
Accents and tones are treated interchangeably. Stem-ML
allows, but does not require, descriptions involving phrase
Curves.

The model begins with soft templates for tone or accent shapes
that are specified by the user or obtained by automated
training. These soft templates interact because of physically
and physiologically motivated constraints that model the
smooth and continuous motions of the muscles that control
prosody.

Introduction

Stem-ML bridgesthe gap from linguistic theories to the
physical reality of aglottal oscillator. The tags are robust, and
genera enough so that they can be used to compare different
theories. This paper focuses on accents, and largely ignores
phrase curves. A companion paper in these proceedings
shows examples of Stem-ML application to actual speech data
A more formal and compl ete description of the Stem-ML tag
set can be found at http://www.bell—

| abs.com/proj ect/tts/stem.html.

Stem-ML marks accents compatibly with standard linguistic
assumptions: accents arelocal, with a scope of a stress group?,
aword or asyllable. Far from the center of a word, they have
little effect, except perhaps for ashift in pitch. The phrase
curve, on the other hand, has no assumption of locality, andis
appropriate for pitch changes on scopes larger than aword.

Stem-ML assumes that humans are capable of pre-planning of
pitch contoursinside a phrase, so the pitch will be affected by
future tags up to the end of the phrase. Pre-planning of other
aspects of speech has been shown, such asinspired lung
volume®*®,

The modeling in Stem-ML wasinspired by tone languages
such as Mandarin, but also applies well to languages like

English where accents have a word scope. Isolated syllablesin
tone languages have pitch contours close to the ideal shapes of
their tones, while in sentences, tones interact due to their close
proximity to each other. Asaresult, in natural speech or in
complex sentences, tone shapes can be far from idedl.
Syllables in weak positions can even display inverted tone
shapes. Stem-ML explains the changesin tone shapesin terms
of interactions with nearby syllables.

Stem-ML assumes that the prosodic trgjectory is continuous
and smooth over short time scales. We know that all aspects of
prosody are controlled by muscle actions®. Muscles cannot
respond fast enough to discontinuously change prosody
between phonemes’. Reflecting the constraint that pitch
changes are gradual, the model compromi ses between nearby
templates to guarantee smooth connections.

Tonelnteraction M odding

Communication is atwo-ended process, a mixture of
generation and perception. We assume that the speaker
balances the physiological energy cost of adjusting muscle
positions against the need to produce unambiguous speech by
matching the tone/accent templates. At prosodically strong
positionsin a sentence, the speaker is generaly willing to
expend the effort to produce precise prosody. Since energy
costs increase with muscle vel ocities and accel erations, slow,
smooth, and small motions are less costly. Thus, between
strong positions, the speaker tends to minimize effort by
smoothly preparing for the next strong tone/accent, and by
ignoring the ideal shape of the syllable in aweak position.
Intermediate strengths yield intermediate results.

We represent this process as an optimization problem where
we maximize the sum of two functions, one, G, representing
ease of production, and the other, R, representing the speaker's
estimate of the extent to which the prosody will have the
desired effect on the listener. We approximate the ease of

production by G = —z p2 + (7 1 2)° B2 , where T isthe
t

smoothing time, tistime, and the raised dots indicate time
derivatives. Gislargest for aflat pitch contour, and becomes
negative asthe pitch becomes more variable. It can be
interpreted as a Smple approximation to the energy
expenditure in the muscles controlling prosody.

We write the smplest possible form for R, aweighted error
measure between prosody targets and the redized

prosody. R=— Zsizl’i , where S, isthe strength of tagi,
iOtags
- 2 =2
where I =a 5 (P~ Y)° + B(P-Y) isthe

tOtagi
mismatch associated with the i tag. Alphaand betaare
constants that depend on the type of thetag®. R is zero when
the pitch curve exactly matches the shape of the tag, and
becomes negative (indicating a greater expected likelihood of
listener misinterpretation) if the pitch doesn’t match the tag.



The Stem-ML prosody solution is then the pitch curve that
minimizes G+R. In short, the algorithm accumul ates a set of
constraints on the prosody, then cal culates the function that
best meets the constraints. The constraints come in bunches —
tags —that are associated with accented syllables. One can dso
look at the system as implementing elastic or soft templates
that compromise with their neighbors.

Tags

Stem-ML is controlled by the following parameters (set once
per phrase) with the set tag:

« smooth=f | oat : sets the smoothing time of the pitch
curve, in seconds. Thisis used to set the width of a pitch
step (see the step tag).

* base=f | oat : set's the speaker's basdline.

e range=f | oat : set's the speaker's pitch range.

The stresstag defines the ided tone shape, locally. Each stress
tag has a preferred shape (and a preferred height relative to the
phrase curve), but they will bend to compromise with each
other. Stresstags will also compromise to meet the
requirement that the pitch curve must be smooth.

The stress tag allows you to accent words or syllablesin a very
genera manner. Y ou aways specify three things: the idea
‘platonic’ shape of the tone/accent, which is the shape it would
have without neighbors. Second, you specify the strength of
the accent. Strong accents tend to keep their shape; weak
accents tend to be dominated by their neighbors. Finally, you
give the type of the accent.

Arguments:

« shape=(poi nt ",")* poi nt : thisspecifiestheided
shape of the accent curve as aset of (time, frequency)
points.

e strength=f | oat . Corresponds to the linguistic strength
of the accent. Accents with zero strength have no effect
on pitch. Accentswith strengtl >>1 will be followed

accurately, unlessthey have strong neighbors.

« type=f | oat . Controls whether that accent is defined by
its mean val ue rel ative to the pitch curve, or by its shape.
If it isimportant only that the accent should be above or
below the pitch curve, but the detailed shape is not
important, you should set type=1. Alternatively, if the
shapeiscritica (e.g., the accent isafaling tone), but it
doesn’t matter whether the accent ends up above or
below the pitch curve, then you should set type=0.
Intermediate valueslet you control both the mean pitch
and shape.

The following figureis an example:
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Figure 1 Pointsthat definethe shape of astresstag andthe
resulting pitch trgectory.

The following table shows schematically how accents interact
with their neighbors.

Accent Type=0 Type=1

interactions

vs. gtrength

and type.

Strength >> The accent keepsits | The accent’s average

neighbor’s shape precisdly. pitchis precisdy

& Neighbors will bend | controlled.

Strength>>1 | to accommodate it. Neighbors must

accommodate.

Strength = The shapewill bea | Theaverage pitch

neighbor’s compromise with will be acompromise
the neighboring with the neighboring
accents. Average accents. The shape
pitch will be will be controlled by
controlled by the the neighbors.
neighbors.

Strength << The accent is relatively weak. The prosody

neighbor’s will be dominated by the neighboring
accents.

Strength >> 1 | The speaker iswilling to expend substantial
effort to make the sound match the template.

Strength=1 | The pitch curve will be asmoothed version of
the accent.

Strength << 1 | Thisaccent isunimportant. The speaker is
expending minimal effort, and the pitch curve
will be smooth and continuous.

At the extremes, the accent type parameter separates accents

into those where the shape, (or changesin pitch) are critical, or
those where the average pitchis critica. If type=0, the shapeis
critical. One example might be “the pitch drops by 50Hz". At
the other extreme, type=1, the shape doesn’'t matter, but the
average pitch isimportant. An example might be “the pitchis



50Hz above the phrase curve.” Intermediate types are possible,
and give you accents that define both a shape and a mean pitch.

Compromisesbetween Tags- 1

Whileit is normal to write a phrase curve without conflicting
requirements that would cause the system to compromise,
compromises abound in tone shapes. It iseasy to find
situations where the speaker wantsto end one tone low, yet
start the next one at ahigh pitch. Somehow, the shapes need to
be modified, or the pitch hasto be increased between the two
tones. Stem-ML can do either.

In the following five figures, we explore the interaction
between two nearby tones. Thefirstisalevel tone with awell-
defined pitch. The second tag isafdling tone. What we'll see
in each figure is how the pitch behaves as we adjust the target
pitch of thefirst tone. Thefirst figure shows a purefalling
tone: it has no preferred pitch, but has astrongly preferred
shape (type = 0). Each following figure will have successively
stronger pitch preferences and weaker shape preferences, until
in the last figure, the shape is totally unimportant (type=1).
The centers of both tones are marked with dashed lines.
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Figure 1: A pure fdling tone (type=0) following alevel tone
(type=0.8). Wevary thetarget pitch of thelevel tone. The
resulting pitch curves are pardld, because the second tone has
its shape constrained, not it' s average pitch.
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Figure 2: A falling tone with awesk pitch preference (type=0.1)
following aleve tone. The pitch curves start to bunch up on
thefdling tone, asits pitch preference beginsto be felt.

250
200
150 A
100 4 « .
Q time (s)
50 T T T T

0 0.2 0.4 0.6 0.8 1

Figure 3: The second tag now has atrong pitch preference
(type=0.6). It defines both its shgpe and pitch quiterigidly.
Note that when the preceding leve toneislow, the pitch now
must increasein preparation for the second tone.
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Figure 4: With type=0.8, the second toneis primerily defined
by its average pitch. The shapeis now rdatively unimportant,
but the tone still manages to enforce adedining pitch near its
midpoint. When thefirg tone hasalow pitch, the pitch curve
now needsto rise grongly in between the two tones, sothat the
pitch will be correct @ the center of the second tone.

250
200
150 '§
~
10041
5 time (s)
50 = T T T T
0 0.2 0.4 0.6 0.8 1

Figure5: In thisladt figurein the sequence, the second toneis
defined completey by its pitch (type=1). Inthisextreme, the
shape of that tag becomesirrd evart, and the only constraint
that the average value of each pitch trgjectory (over theregion
where the toneis defined) be correct.

Compromises between Tags- 2

If we bring nearby accents together, we can get another
example of interactions between tags. Stem-ML isnot an
additive model: the result of putting two accents on top of each
other isless than the sum of the two accents. It correspondsto

a single accent of the same shape and type, but 21/2 timesthe
strength.
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Figure 6: Interaction of two identical accents. One accent comesin
from theright; the other is Stationary at 0.83s. The curvelabded
‘A’ shows the accents on top of one another.

Accent Srength

In Stem-ML, dl accents/tones have a strength parameter,
which isintended to correlate with the linguistic strength of the
word. In general, strong accents will keep their shapes, while
weak accents will be dominated by their neighbors. The next
example shows this effect by simulating three tones: a strong
high tone, then afalling tone of varying strength, then aweak
high tone. When the falling toneis very weak, it is completely
dominated by its neighbors, and is almost invisible. Onthe
other hand, when it is strong, it retains its shape, pushing down
the weaker high tone.
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Figure 7 showsinteracti ons between three tones as the Srength
of themiddle one (afdling tone) isvaried. Thefdlingtoneis
unimportant when it has zero strength (topmost curve), and
gradudly approachesitsided shgpe asits srengthisincressed
(successvely descending curves). The wesk, neighboring level
tone (right) isincreasingly perturbed and pushed down asthe
faling tone becomes stronger.

Implementation

The algorithm operatesin four stages. Firg, it expandsal
macros. Second, it uses slope and step tags to build a phrase
curve. Third, it uses stresstags to build a prosody curve based
on the phrase curve. Fourth, it maps the prosody onto

observable acoustic characteristics. The phrase curve and
accents/tones that ride on top of it are calculated similarly.

The maximization is alinear operation, and can be
implemented with standard matrix packages like LAPACK.
On a200MHz workstation, our current implementation
calculates 10s of prosody per CPU second. Thespeedis
independent of phrase length, as the matrices are block
diagonal with a constant bandwidth.

The a gorithm enforces continuity at minor phrase boundaries,
but phrase boundaries explicitly break pre-planning. It does
not seem desirable to alow tags at the beginning of phrase 2 to
effect the pitch near the end of phrase 1. We were unable to
find examples of such behavior inreal speech data. People
seem to end a phrase, without considering what the pitch will
be at the beginning of the next phrase, then make any
necessary pitch shifts during the pause between phrases or at
the beginning of the following phrase.
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